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Computer Simulation

Why and when we use it
– To validate a known model

– As a cost-effective alternative 

– As the only realistic approach to solve a problem

The structure of bio-molecules are hardly modeled. The 
dynamics through experiments are only available for 
small molecules. 

There are different methods with different levels of 
complexity and realism
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Current limitations in MD

Size of the system

– Typically: 104 - 105 particles

– Flagship: 107

Simulation length (104 particles )

– Typically: 101 – 102 ns

– Using HPC: µs

– Using Anthon: ms



Simulation scale for long and large simulations is calculated multiplying simulation 

length (nanoseconds) with size (number of atoms).  
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Global view of Simulation Information
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Metadata
Application. Version, Forcefield, Simulation time, solvent, etc.

Pre-

process
Output of solvation, 

equilibration, etc. 

Trajectory

Wet/Dry 

Post-

process
RMSD, B-Factors, 

PCA, Cavities, etc. 

External links
Links to of Protein, Structure, Small Molecule, Domain ,etc.



Big Data Challenge
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Photo of the iceberg which was probably rammed by 

the RMS Titanic.

Only a few part of simulation data is visible

•Simulations unpublished

•Failed simulations necessary to generate the good one 

•Simulations “lost” in system files

•Simulation repeated in fragmented in laboratories systems

•Errors identified too late (lack of interactivity)

•Backups, copies to share, temporal copies to transfer files

•H and the cost of maintaining information in disk systems (power)

European Exascale Software Initiative

Efficient data management, quick and 

fast interaction with the computer and 

flexibility in access to computer resources 

are in many fields of life sciences at least 

as important as total theoretical peak 

power.

"the tip of iceberg"



First attempts

• Two initial attempts to provide software infrastructure to build biosimulation

databases

• BioSimGrid (2004)

• P-Found (2006)

• They both shared the philosophy of having a central repository of trajectories 

that would allow obtaining a comprehensive view of biomolecular structure. 

• At the time when these projects were started, computer power was still limited, 
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Strategies
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Metadata

Trajectory

Database

Filesystem

Metadata

Trajectory

Database

Poor Scalability

Analysis tools not ready

Heavy data file transfer



First repositories (2010)

OLAP (SQL)

11,000 simulations 

of over 2,000 

proteins
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MySQL

MODEL (Molecular Dynamics Extended 

Library)   

mmb.pcb.ub.es/MODEL

• more than 1,800 entries (~20 Tb)

• covers around 40% of PDB structures, 

8% of UniProtKB sequences, 29% of 

Human UniProtKB sequences and 33% 

of DrugBank proteins



iRODS based

Thibault, J.C. et al, J. Chem. Inf. Model. 2013, 53 (3), 726-736.12



Data Analysis
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PCA Compression

◦ Compression through principal components selection

◦ T. Meyer et al. J. Chem. Theor. Comp. 2006, 2 251-258



Cooperative Biomolecular Simulation project

The Ascona B-DNA Consortium (ABC) was set up following 

discussions during a conference in Ascona (Switzerland) in 2001. 

Its aim is to study the effect of base sequence on the structure, 

dynamics and interactions of DNA using molecular dynamics 

simulations. 

The initial goal of ABC was to generate a database containing 

structural and dynamic information on all unique tetra nucleotide 

sequences (2005)

1Tb of data! (compressed)
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Results



DNA sequence and DNA structure



Results
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Next Steps (ABC 2014)



ABC Meeting 2014: New set up 

Data Management

– Distributed environment

– Scalability

� Big trajectory files

◦ Trajectory Format 

◦ Compression & I/O efficiency

� Data standardization

◦ Data distribution

◦ Efficient interoperability
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ABC & EUDAT

Consortium members are data producers, we need a partner 

to store results and guarantee open access in the long term. 

/B2SAFE/

Data production is computer intensive (HPC), data analysis 

too. The consortium is not centralized in a single region. We 

are looking for a solution that optimizes data transfer.

Simulation data generates heavy trajectory files /B2STAGE/, 

but also a large set of small unstructured files with metadata, 

pre-processing information and analysis results /B2SHARE/. 
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In the long term

Build an integrated HPC-Big data solution for MD (not only 

DNA) 

H and integration with Life Sciences databases (‘omics, etc.)
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