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Motivation

“A major prerequisite for the proper use of persistent identifiers 

(PID) e.g. within data citations is the persistence of both, 

identifiers as well as the integrity of the associated data set.

This poses questions when PIDs are to be used for unfinished data 

sets or open time series data.

Such data is typically generated within research infrastructures 

(RI) during long lasting experiments such as satellite missions, 

environmental monitoring campaigns, or in permanent installations 

such as natural hazard detection and early warning systems. 

Open time series data are often used in research during ongoing 

experiments and potentially published earlier than the underlying 

data set has been closed and is publicly released. “



Data citation



Benefits of data citation

courtesy of Jon Sears (AGU)

Piwowar HA, Day RS, Fridsma DB (2007) Sharing 
Detailed Research Data Is Associated with 
Increased Citation Rate. PLoS ONE 2(3): e308. 
doi:10.1371/journal.pone.0000308 



Background

• ENVRI: EMSO/ARGO standardisation meeting:  the
ARGO – DOI problem

• Probably many other intra project meetings (e.g. 
EUDAT EPOS)

• COOPEUS, ENVRI and EUDAT strategic workshop on 
future harmonization of data sharing among 
Research Infrastructures (EGU 2013)
– Identification of PIDs as a common challenge

– White paper draft, RI case studies and strategies

• Joint COOPEUS, ENVRI and EUDAT workshop on 
persistent digital identifiers (PID) for open time series 
data 



Workshop participants



Topics, goals

• Research Infrastructure case studies: PID 

usage status quo and strategies

• Discuss best practices for PIDs for open time 

series

• The 10 golden rules for the selection and use 

of PIDs for open time series



Case study: EMSO

“The data is automatically uploaded [e.g. via OGC SOS] to the 

PANGAEA import queue and subsequently archived as raw data in 

a monthly interval. 

However, there is a growing demand to accelerate both, citability

and availability of open time series data. Therefore PANGAEA is 

also investigating additional strategies to handle such data. ”

Koljö

Fjord

OBSEA

Molènes

SmartBay

• network of fixed point, deep sea 

observatories

• real-time, long-term monitoring 

of environmental processes

• multidisciplinary: geosphere, 

biosphere and hydrosphere
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Case study: EPOS

• geophysical monitoring networks

• local observatories (including

permanent

• in-situ and volcano observatories)

• experimental laboratories in 

Europe

“One of the problems encountered by the community when 

seeking to uniquely identify the data digital objects is the 

incompleteness of the data acquired. This problem follows from 

data transmission from the remote station to the central data 

center and it consists of the presence of data gaps. These gaps are 

then filled in as the bandwidth of the transmission widens”



EPOS case: fragmented dataset
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Case study: ARGO

• European contribution to ARGO

• array of autonomous instruments 

(argo floats) deployed over the 

world ocean

• subsurface ocean properties: 

temperature and salinity over the 

upper 2000m of the ocean

“[…] data from each profiler are reviewed and checked against 

climatological data and nearby Argo data from different profiler 

[…]. The complication in Argo is constant mutation of the data on 

GDACs*. This is both through the temporal extension of the data 

when new profiles are collected and updates to existing data when 

delayed mode quality control is done.”
*Global Data Assembly Center
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ARGO case: mutating dataset
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Workshop results:

Common requirements

• Existing technologies sufficient (handle, DOI, 
EPIC.. )

• … given that some (additional) requirements are 
fulfilled

– Fragmentation support

– Integrity (e.g hash tag, but community specific )

– Versioning support

– Aggregation / Relation support

– Notion of time as attribute



Workshop results:

The golden rules…
1. Persistence: Each datacenter must define a versioning and preservation 

strategy

2. PIDs must be persistent, even when datasets are deleted or changed

3. PIDs must be organized according to its use ... Publication vs. Data 

management

4. Time-fragmentation support (resolution). 

5. Transparency: level of dynamicity in the data-set must be defined in 

PID.(e.g. growing ,evolving, fragmented)

6. Procedure for PID generation must be consistent, transparent , 

documented and financial affordable 

7. PIDs should be assigned early as possible ...

8. Levels of granularities must be standardized within each scientific field

9. Data center must provide a citation template



Workshop results:

Metadata requirements

1. Level of dynamicity in the data-set.

2. Include timestamp to identify 
„version“ (identify time relative to changes 
to the dataset) 

3. Fragment identification, relation

4. Content of request selection used (the 
query..)

5. Creation date of the whole timeseries (in 
addition to publication date)



Workshop results:

Citation rules:
<author> . (<release date range>): <dataset title>. [version: 
<version>|subset: <temporal range>]. <publisher>.[[<resource type 
(growing dataset , evolving dataset , fragmented dataset)>]]. 
<PID>@<fragment identifier>. [accessed: <access date>]

Examples:

• Doe, J. (2009-2011): Dynamic Data Set Title. version: 1.2. Responsible Data 
Archive. [evolving dataset]. PID:123456789@version=1.2

• Doe, J. (2009-2011): Dynamic Data Set Title. subset: 2010-01-01 - 2010-12-
13. Responsible Data Archive. [growing dataset]. 
PID:123456789@range=2010-01-01-2010-12-13

• Doe, J. (2009-2011): Dynamic Data Set Title. version: 1.2. Responsible Data 
Archive. [fragmented dataset]. PID:123456789. accessed: 2012-12-
01@version=1.2



Future work

• White paper on PID s for open time series

• Contribution to RDA working group on data

citation (Ari)

Contact: rhuber@uni-bremen.de



Thank you..



Koljoefjord observatory

• operated by the University of 
Gothenburg (Per Hall et al.) & 
MARUM

• has been operating for about 2 
years

• EMSO test site 

• Cabled, multi-sensor 
underwater observation
systemMain node and land 
station connected to the 
Internet via 3G

• Real-time access and remote 
control

• Data archived in PANGAEA



Koljoefjord II



Koljoefjord III

Automatic workflow:

• Data parsers are waiting for data to be pushed by the instruments (cache)

• SOS client will connect to SOS and request data periodically 
(GetObservation)

• SOS client will generate import files from retrieved data

• Import files are used to persistently store data in PANGAEA

• ---> Standardised workflow

• ---> Interoperability achieved by implementing OGC standards

• ---> Data providers do not have to worry about submitting their data



Koljoefjord PIDs

Task: decide how to archive open time series data and make it citable 
by assigning unique PID

• Possible strategies:
– one open dataset that gets constantly filled up, identifiable by one DOI

– or: split up data into parcels of defined temporal granularity, assign 
DOI to each parcel

• Decision: monthly datasets, because..
– It suited the data owners

– Possibility to compare observatory data to data collected monthly in 
the same area by the Swedish Hydrological Institute (quality checks!)

– monthly datasets easier to handle than very large monolithic datasets

• But what about would a monthly opendata set?
– See PID workshop requirements

– Add parameters to DOIs?



Thank you..



Case study results: 

PID assignment strategies

• Placeholder strategies:

– PID on abstract or initial data set (e.g. initially empty)

– PID on delegate document (e.g. data QC handbooks, 
readmes) 

– PID on data product (e.g. images)

• Versioning strategies:

– New version after reprocessing

– New version after update

• Fragmenting strategies:

– Define appropriate subsets (e.g. monthly)


